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Abstrak—Perkembangan ilmu pengetahuan dan teknologi semakin pesat, seiring dengan kemajuan zaman. Teknologi menjadi
semakin canggih dan berperan penting dalam setiap aspek kehidupan. berkembang pesat saat ini. Salah satu penyakit yang sering
menyerang manusia adalah penyakit pneumonia. Penyakit pneumonia salah satu penyakit yang di tangani oleh Rumah Sakit
Estomihi yang ada di jl. Sisingamangaraja No0.235 Kec. Medan Kota, Kota Medan. Penyakit pneumonia merupakan penyakit
yang disebabkan oleh bakteri virus, dan menginfeksi saluran pernapasan. Diagnosa penyakit pneumonia dengan menggunakan
metode certainty faktor dan naive bayes merupakan bagian dari metode sistem pakar yang memiliki cara kerja yang berbeda,
mengakibatkan persentase keyakinan informasinya juga menjadi berbeda. Dengan adanya perbedaan tersebut, maka perlu adanya
analisa yang membandingkan kedua metode sistem pakar ini untuk mencari dan menentukan keputusan terbaik dalam
mendiagnosa penyakit pneumonia

Kata Kunci: Perbandingan; Certainly Faktor; Naive Bayes; Penyakit Pneumonia

Abstract—The development of science and technology is increasing rapidly, along with the progress of the times. Technology is
becoming increasingly sophisticated and plays an important role in every aspect of life. currently growing rapidly. One disease
that often attacks humans is pneumonia. Pneumonia is one of the diseases handled by the Estomihi Hospital on Jl.
Sisingamangaraja No. 235 Kec. Medan City, Medan City. Pneumonia is a disease caused by viral bacteria and infects the
respiratory tract. Diagnosis of pneumonia by using the certainty factor and naive Bayes methods is part of the expert system
method which has a different way of working, resulting in a different percentage of confidence in the information. Given these
differences, it is necessary to have an analysis that compares these two expert system methods to find and determine the best
decision in diagnosing pneumonia..
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1. PENDAHULUAN

Bisnis Perkembangan ilmu pengetahuan dan teknologi semakin pesat, seiring dengan kemajuan zaman. Teknologi
menjadi semakin canggih dan berperan penting dalam setiap aspek kehidupan[1]. Mampu menyediakan segala
pekerjaan yang dilakukan oleh manusia. Mampu menyelesaikan setiap masalah — masalah yang ada, terutama
terhadap perusahaan — perusahaan yang berkembang pesat saat ini.

Salah satu penyakit yang sering menyerang manusia adalah penyakit pneumonia. Penyakit pneumonia salah
satu penyakit yang di tangani oleh Rumah Sakit Estomihi yang ada di jl. Sisingamangaraja No.235 Kec. Medan
Kota, Kota Medan.. Penyakit pneumonia merupakan penyakit yang disebabkan oleh bakteri virus, dan menginfeksi
saluran pernapasan[2] berdasarkan survei yang dilakukann oleh petugas klinik permata menyatakan pada tahun
2020, 455 orang yang terserang penyakit pneumonia dan mempredikisi akan mencapai angka yang lebih meningkat
pada athun 2022. Hal ini dinyatakan oleh pihak Rumah Sakit Estomihi bahwa penyakit pneumonia merupakan
penyakit yang menular melalui saluran pernapasan dan darah.

Gejala yang timbul saat seseorang mengalami diagnosa penyakit pneumonia sangat bervariasi[3]. Hal ini
sangat tergantung pada penyebab, tingkat keparahan penyakit,serta usia dan kondisi kesehatan penderita secara
umum. Gejala tersebut bisa berkembang secara tiba-tiba atau perlahan selama 24-28 jam. Pneumonia terjadi ketika
bakteri, virus, atau jamur masuk dan menginfeksi saluran pernapasan infeksi tersebut memicu kekebalan tubuh
bereaksi sehingga menyebabkan kantung darah dala paru — paru (alveoli) merandang dan terisi nanah atau cairan.

Diagnosa penyakit pneumonia dengan menggunakan metode certainty faktor dan naive bayes merupakan
bagian dari metode sistem pakar yang memiliki cara kerja yang berbeda, mengakibatkan persentase keyakinan
informasinya juga menjadi berbeda[4]. Dengan adanya perbedaan tersebut, maka perlu adanya analisa yang
membandingkan kedua metode sistem pakar ini untuk mencari dan menentukan keputusan terbaik dalam
mendiagnosa penyakit pneumonia.

Dari pemaparan di atas, perbandingan metode certainty faktor — naive bayes dalam mendiagnosa gejala dan
penyakit sangat membantu dalam menghasilakan perhitungan yang tepat dan akurat. Untuk mempermudah dalam
mengenali penyakit pneumonia pada manusia. Maka dimanfaatkanlah teknologi komputerisasi dari sebuah aplikasi
mengenai diagnosa penyakit pneumonia pada manusia. Oleh karena itu dibangun suatu sistem pakar yang dapat
membantu menyelesaikan masalah tersebut dengan menggunakan metode certainty faktor — naive bayes.

Sesuai dengan penelitian terkait maka penulis akan melakukan perbandingan untuk mendiagnose penyakit
pneumonia dengan menggunakan metode certainty faktor mengetahui nilai kepercayaan dari hasil klasifikasi dari
metode naive bayes menggunakan pembobotan dan metode naive bayes yang berfungsi untuk classifier dari
beberapa atribut kasus gejala dari pasien atau user untuk menentukan probalitas seorang pasien yang di diagnosa
menderita penyakit pneumonia berdasarkan latar belakang masalah diatas maka penulis mengambil judul®
Penerapan Perbandingan Metode Certainty Faktor — Naive Bayes Terhadap Diagnose Penyakit Pneumoni”.
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2. METODE PENELITIAN

2.1 Kerangka Kerja Penelitian

Dalam kegiatan observasi metode pengumpulan data dilakukan secara observasi dan wawancara dengan pihak
Rumah Sakit Estomihi, mempertanyakan permasalahan yang terjadi dalam penelitian, yaitu penulis mendapatkan
data dan informasi data tentang penyakit pneumonia dari data tahun 2020. Adapun tahapan — tahapan yang akan

dilakukan sebagai berikut :
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Gambar 1. Kerangka Kerja Penelitian

Dari gambar kerangka penelitian di atas, berikut keterangan setiap tahap — tahap dalam kerangka tersebut
diatas.yaitu :
1. ldentifikasi Masalah
Pada tahap ini, yang dilakukan adalah mengidentifikasi masalah tentang diangnosa penyakit pneumonia
2. Pengumpulan data
Pengumpulan data dengan meneliti langsung pada Kklinik permata dengan cara melibatkan pihak — pihak terkait
yaitu dengan cara observasi dan wawancara Hal ini dilakukan untuk mempermudah penulis dalam melakukan
penelitian.
a. Observasi
Pengumpulan data yang dilakukan dengan mengadakan pengamatan dan pencatatan sacara sistematis.
Mengumpulkan informasi mengenai kebutuhan sistem penulis melakukan pengumpulan data dengan cara
observasi pengamatan langsung ketempat yang diteliti untuk mendapatkan informasi yang nanttinya
digunakan dalam penelitian ini.
b. Interview (wawancara)
Wawancara merupakan teknik pengumpulan data yang dilakukan dengan cara berkomunikasi dan
berwawancara langsung dengan pihak rumah sakit estomihi yang dilakukan dengan memberikan sederetan
pertanyaan .

Copyright © 2024 The Author, Page 104
This Journal is licensed under a Creative Commons Attribution 4.0 International License



epmeesmmel ADA Journal of Information System Research
== M Volume 1, No 3, June 2024 Page: 103-112

ISSN 3025-9568 (media online)

DOI: doi.org/10.64366/adajisr.v1i3.49

3. Study literatur
Penulis akan mengumpulkan sumber atau referensi yang dibutuhkan untuk melakukan penelitian peneliti bisa
mendapatkan informasi yang terkait dengan peneletian yang dilakukan seperti buku, jurnal, dan internet maupun
sumber lainnya.

4. Analisa penerapan metode
Pada tahap ini penulis melakukan penulis melakukan perhitungan nilai setiap kriteria yang ada dengan
menerapkan perbandingan metode certainty faktor dan naive bayes.

5. Implementasi program
Implementasi berupa penerapan dari rancangan sistem yang ingin dibuat, yaitu pembuatan sistem dengan
menggunakan kode-kode program sesuai dengan algoritma dan bahasa yang dipakai. Untuk
menginplementasikan sistem pendukung yang dibuat, pembuatan sistem dengan menggunakan aplikasi
microsoft visual 2008 selanjutnya akan diproses untuk mengetahui apakah sistem dapat berjalan sesuai yang
diharapkan.

6. Hasil pengujian
Peneliti akan menyimpulkan suatu kesimpulan berdasarkan hasil pengujian melalui perhitungan dan perancangan
aplikasi yang dilakukan. Apakah hasil yang diperoleh sesuai dengan maksud dan tujuan penelitian dalam
menyelesaikan suatu permasalahan yang dibuat.

7. Kesimpulan dan saran
Tahap ini merupakan tahap akhir dari penulisan skripsi ini , dengan memberikan kesimpulan berdasarkan hasil
yang diperoleh dari penelitian ini..

2.2 Data Mining

Data mining adalah istilah yang digunakan untuk menguraikan penemuan pengetahuan didalam data base.[1] Data
mining adalah proses yang menggunakan teknik statistik, matematika, kecerdasan buatan, dan machine learning
untuk mengekstraksi dan mengidentifikasi informasi yang bermanfaat dan pengetahuan terkait dari berbagai data
base besar. Data mining adalah suatu proses menemukan hubungan yang berarti, pola kecenderungan dengan
memeriksa sekumpulan besar data yang tersimpan dalam penyimpanan menggunakan teknik pengenalan[1]. Pola
seperti teknik statistik dan matematika.

2.3 Metode Certainly Faktor

Algoritma Faktor kepastian (certainty faktor) diperkenalkan oleh shortliffe Buchanan dalam pembuatan MYCIN
(Wesley,1984). Certainty faktor (CF) merupakan nilai parameter klinis yang diberikan MYCIN untuk menunjukkan
besarnya kepercayaan. Certainty faktor didefenisiskan sebagai berikut (Giarattno dan Riley, 1994):

CF(H,E) = MB(H,E) — MD(H,E) (1)
Keterangan :
CF(H,E) : certainty faktor dari hipotesis H yang dipengaruhi oleh fakta (evidence) E.
MB(H,E) : ukuran kepercayaan terhadap hipotesis H, jika diberikan

evidence e (antara 0 dan 1)
MD(H,E) . ukuran ketidakpercayaan terhadap evidence H, jika diberikan

evidence e (antara 0 dan 1)
H : Hipotesis

Apabila terdapat kaidah dengan kesimpulan yang serupa (similiary concluded rules) atau lebih dari satu
gejala.

CFcombine (CF1,CF2) = CF1 +CF2 *(1-CF1) 2
Keterangan :

CF1 - nilai kepastian dari gejala awal dan sebelumnya.

CF2 - nilai ketidakpastian dari gejala

CFcombinie - nilai CF p-enyakit dari kombinasi gejala CF1 dan CF2.

Karena nilai certainty faktor yang diberikan bernilai positif yaitu lebih besar dari nil. Rumus tersebut
kemudian dapat diterapkan pada beberapa aturan (rule) yang berbeda secara bertingkat. Nilai certainty faktor setiap
gremis/gejala merupakan nilai yang diberikan oleh seorang pakar maupuin literature yang mendukung.

Certainty faktor mempunyai kelebihan dan kekurangan, kelebihan dan kekurangan yaitu sebagai berikut :
1. Kelebihan metode certainty faktor
a. Metode ini cocok dipakai dalam sistem pakar untuk mengukur sesuatu apakah pasti atau tidak pasti dalam
mendiagnosispenyakit sebagai salah satu contohnya.
b. Perhitungan dengan menggunakan metode ini dalam sekali hitung hanya dapat mengolah dua data saja
sehingga keakuratan data dapat terjaga.
2. Kekurangan metode certainty faktor
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a. lde umum dari pemodelan ketidak pastian manusia dengan menggunakan numerik metode certainty faktor
biasanya diperdebatkan. Sebagian orang akan membantah pendapat bahwa formula untuk metode certainty
faktor diatas memiliki kebenaran.

b. Metode ini hanya dapat mengolah ketidakpastian/kepastian hanya 2 data saja perlu dilakukan beberapa kali
pengolahan data untuk data yang lebih dari 2 buah.

2.4 Metode Naive Bayes

Naive bayes merupakan pengklasifikasi probalitas sederhana berdasarkan pada teorema bayes.[5]. Keuntungan dari
klasifikasi adalah bahawa ia hanya membutuhkan sejumlah kecil data pelatihan untuk memperkirakan parameter
(sarana dan varians dari variabel) yang diperlukan untuk klasifikasi. Karena variabel independen diasumsikan,
hanya variasi dari variabel untuk masing-masing kelas harus ditentukan, bukan seluruh matriks kovarians. Dalam
prosesnya, Naive Bayes mengasumsikan bahwa asa atau tidaknya suatu fitur pada suatu kelas tidak berhubungan
dengan ada atau tidaknya fitur lain dikelas yang sama. Rumus perhitungan yang digunakan pada algoritma naive
bayes adalah sebagai berikut :

P(A\B)P (B)

(P|BA) ===, = ©)
Dimana :

P (B\A) : Peluang B jika diketahui keadaan jenis penyakit A

P (B\A) : Peluang evidence A jika diketahui hipotesis B

P(B) : Probalitas hipotesis B tanpa memandang evidence apapun

P (A) : Peluang evidence penyakit A

Menggunakan naive bayes ini, persamaan (3) dapat ditulis sebagai berikut :

P (1%.a0\V o) “)

Viap argmaxyjey x =
p(aia, an)

Dimana :

VMAP = Probalitas tinggi

P (v)) = Peluang jenis penyakit ke

P (ala2..a\vj = Peluang atribut — atribut (inputan) jika diketahui keadaan vj.
P (al a2...an) = peluang atribut-atribut utang

Untuk menghitung p(al a2...an\Vj) p(vj) semakin sulit karena jumlah gejala p (al a2...an\Vj) p (vj) bisa jadi
sangat besar. Hal ini disebabkan jumlah gejala tersebut sama dengan jumlah kombinasi gejala dikali dengan jumlah
kategori yang ada.

Perhitungan naive bayes classifier adalah menghitung P(ai\vj) dengan rumus :

nc+mp

p(ai\vj) = ©)

n+m

Dimana :

nc : jumlah record pada data learning yang v = vj dan a = ai
p : 1/banyaknya jeni class/penyakit

m : jumlah parameter

n : jumlah record pada data learning yang v = vj/tiap class

langkah—langkah penyelesaian naive bayes pada sistem ini yaitu :
1. Menentukan nilai nc untuk setiap class

2. Menghitung nilai p (ai\vj) dan menghitung nilai p (vj)

Vimap = argmax,jey p(vj) I11 p(ailvj) (6)

3. Menghitung p(ai\vj) x p (vj) untuk tiap v
4. Menentukan hasil klasifikasi yaitu v yang memiliki hasil perkalian yang terbesar.

2.5 Pneumonia

Pneumonia merupakan penyakit perandangan paru dan sistem pernapasan dimana alveoli membengkak dan terjadi
penimbunan cairan. Pneumonia disebabkan oleh berbagai macam faktor, meliputi infeksi bakteri, virus jamur atau
parasit[2]. Pneumonia juga dapat di akibatkan oleh bahan kimia atau kerusakan fisik dari paru-paru, atau secara tak
langsung dari penyakit seperti kanker paru atau penyalahgunaan alkohol. Gejalah khas pneumonia dapat berupa
batuk berdahak kemerahan serta lekosotosis, nyeri pleural, demam menggigil, sesak nafas atau gabungan dari
beberapa gejala tersebut. Serangan pada pneumonia biasanya tidak mendadak, khususnya pada orang tua dan hasil
foto thoraks dapat memberikan gambaran awal dari pneumonia. Pneumonia terjadi ketika bakteri, virus atau, jamur
dan menginfeksi saluran pernapasan. Infeksi tersebut memicu sistem kekebalan tubuh bereaksi sehingga
menyebabkan kantung udara dalam paru — paru (alveoli) merandang dan terisi nanah atau cairan.pneumonia bisa
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dipicu oleh masuknya bahan atau zat tertentu kedalam paru — paru melalui saluran pernapasan (aspirasi paru), yang
selanjutnya menyebabkan infeksi dan perandangan kondisi ini disebut juga dengan pneumonia aspirasi.

3.HASIL DAN PEMBAHASAN

3.1 Analisa Data Dan Penerapan Metode

Analisa merupakan proses memilah-milah suatu permasalahan menjadi elemen-elemen yang lebih kecil untuk
dipelajari guna mempermudah menyelesaikan permasalahan yang ada. Pada tahap analisa diperlukan suatu
pendekatan analisa guna menghindari kesalahan-kesalahan yang mungkin muncul pada tahap berikutnya, yaitu
perancangan sistem. Tahap ini merupakan tahapan yang sangat penting, pendekatan yang dilakukan adalah
mendefinisikan masalah pada sistem yang sedang berjalan dan sekaligus melakukan evaluasi setiap cara kerja sistem
yang sedang berjalan berdasarkan prosedur-prosedur yang ada.

Suatu masalah yang terjadi untuk mendiagnosa penyakit pneumonia yaitu membandingkan metode certainy
factor dan metode naive bayes, untuk menentukan metode yang terbaik. Dengan adanya permasalahan tersebut,
maka dibutuhkan suatu teknik yang menjadi solusi agar dapat menentukan metode terbaik dengan tingkat persentase
validasi tertinggi dalam mendiagnosa penyakit pneumonia. Adapun teknik atau metode yang akan digunakan yaitu
dengan teknik Sistem Pakar, menggunakan metode certainy factor dan metode naive bayes untuk mendiagnosa
penyakit pneumonia. Adapun sampel data yang digunakan pada penelitian perbandingan penyakit pneumonia adalah
sebagai berikut

Tabel 1. Sampel Data

No. Gejalah Kode Gejala
1. Batuk Berdahak Go1

2. Kelelahan G02

3. Demam G03

4 Mual G04

5. Sesak Napas G05

Dari tabel diatas, berikut penyederhanaan tabel gejala dan tingkat penyakit yang dialami yaitu dapa dilihat
pada tabel berikut ini ;

Tabel 2. Sampel Gejala

No Pasien Gejala Keterangan
' G01  G02 G03 G04 G05 P1 P2 P3
1. Trisno Ya Ya Ya
2. Diana Ya Ya Ya
3. Gabriel Ya Ya Ya Ya
4, Rahma Ya Ya Ya
5. David Ya Ya Ya Ya Ya

3.1.1 Penerapan Metode Certainly Factor

Contoh kasus yang digunakan dalam penelitian ini adalah gejala penyakit pneumonia pada beberapa pasien, yang
terdiri dari beberapa kriteria yaitu; batuk berdahak, kelelahan, demam, mual, dan sesak nafas. Penyelesaian yang
dilakukan yaitu dengan menggunakan metode certainy factor dan metode naive bayes. Adapun langkah-langkah
penyelesaiannya adalah sebagai berikut:

a. Menentukan Nilai Rule dari Dokter CF(h)

Tabel 3. Nilai Rule CF/h dari Dokter

No. Gejala Kode Nilai Rule CF(h)
1 Batuk Berdahak GO1 1
2 Kelelahan G02 0,8
3 Demam GO03 0,4
4 Mual G04 0,2
5 Sesak Nafas G05 0,1

b. Menentukan Nilai Rule dari User
Tabel 4. Nilai Rule User

No. Keterangan Kode Tingkatan Nilai Rule CF(h)
1 Ringan P1 1
2 Sedang P2 0,8
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No. Keterangan Kode Tingkatan Nilai Rule CF(h)
3 Berat P3 0,4

¢. Menentukan Nilai User sesuai gejala yang dialami CF(e)
Tabel 5. Nilai Rule CF(e) dari User

No. Gejala Keterangan Nilai Rule CF(h)
1  Batuk Berdahak Ringan 0,2
2 Kelelahan Ringan 0,2
3 Demam Sedang 0,4
4 Mual Ringan 0,2
5 Sesak Nafas Berat 0,8

d. Menghitung Nilai CF,
CF(h,e); =CF(h), *CF(e); =1%0,2=0,2

CF(h,e), = CF(h), * CF(e), = 0,8+ 0,2 = 0,16

CF(h,e); = CF(h); * CF(e); = 0,4 * 0,4 = 0,16

CF(h,e)y = CF(h), * CF(e), = 0,2 0,2 = 0,04

CF(h,e)s = CF(h)s * CF(e)s = 0,1 0,8 = 0,08
e. Menghitung Nilai CF Kombinasi

CFompine 1(CFy, CF,) = CF; + (CFy x (1 = CF;)) = 0,2+ (0,16 * (1 — 0,2)) = 0,32compine 1
f. Menghitung Persentasi Nilai CF Kombinasi

CFpersentase = CFeompine 5 * 100% = 0,55 * 100% = 55%

Tabel 6. Persentase Kesimpulan

No. Tingkat Persentase Kesimpulan
1 0-0,33% Kemungkinan Kecil
2 34 -63 % Kemungkinan
3 64 — 100 % Kemungkinan Besar

3.1.2 Penerapan Metode Naive Bayes

Adapun langkah-langkah penyelesaian permasalahan untuk mendiagnosa penyakit pneumonia, dengan metode naive
bayes adalah sebagai berikut :
a. Menentukan nilai probabilitas user, sesuai gejala yang dialami.

Tabel 7. Nilai Probabilitas P(E|H) dari User

No. Gejala Keterangan Nilai Probabilitas P(E|H)
1  Batuk Berdahak Ringan 0,2
2 Kelelahan Ringan 0,2
3 Demam Sedang 0,4
4 Mual Ringan 0,2
5 Sesak Nafas Berat 0,8
b. Menghitung Nilai P(H)
(H1)
P(H) =———F"——
H1+H2+H3+H4+HS5
_ 0,2
7 0,240,240,4+0,24+0,8
_ 02
T 18
=0,11
P(H2) = —HD
H1+H2+H3+H4+HS5
_ 0,2
T 0,240,240,4+0,2+0,8
_ 02
T 18
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=011

P(H3) = — )
H1+H2+H3+H4+H5

_ 04

T 0,2+0,2+0,4+0,2+0,8

04

T8
=0,22

P(H4) = . #Hy
H1+H2+H3+H4+H5

_ 02

T 0,2+0,2+0,4+0,2+0,8

02

T 18

=011
(H5)
H1+H2+H3+H4+HS

_ 0.8
0,2+0,2+0,4+0,2+0,8

P(H5) =

_ 08
18

=044
¢. Mencari Nilai Probabilitas Hipotesis H P(H|E)i

. PEHI+PH) P(E|H)i+P(H)i
P(HIE) = YH=1pPE|M)ixP(H)i ~ P(E|H)1+P(H)1+P(E|H)2+P(H)2+--P(E|H)5+P(H)5

_ Z P(Hi) * P(E|Hi — n)
k=1

= P(H1) * P(E|H1) + P(H2) * P(E|H2) + P(H3) * P(E|H3)+..P(E|H5)
=(0,2%0,11) 4+ (0,2 * 0,11) + (0,4 % 0,22) + (0,2 * 0,11) + (0,8 * 0,44)
= 0,02 + 0,02+ 0,08 + 0,02 + 0,35
= 0,49

d. Mencari Nilai Probabilitas Hipotesis P(H)

P(H1\E) = O'z*f;“ = 0,044

0,2%0,11

P(H2\E) = >°

= 0,044

0,4%0,22

P(H3\E) =~

= 0,197

0,2%0,11
0,49

P(H4\E) = = 0,044

0,8x0,44
0,49

P(H5\E) = =0,718

e. Penjumlahan Nilai Bayes
Y r=1Bayes = Bayes1 * H1 + Bayes2 * H2 + Bayes3 « H3 + --- H5
= 0,044 0,2 + 0,044+ 0,2 + 0,197 * 0,4 + 0,044 0,2+ 0,718 x 0,8
= 0,008 + 0,008 + 0,078 + 0,008 + 0,574
= 0,676

f. Menghitung Persentasi Nilai Bayes
Bayesyersentase = Bayes * 100% = 0,676 = 100% = 67,6%

g. Nilai Persentasi
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Tabel 8. Persentase Kesimpulan

No. Tingkat Persentase Kesimpulan
1 0-0,33% Kemungkinan Kecil
2 34-63 % Kemungkinan
3 64 — 100 % Kemungkinan Besar

3.2 Implementasi

Implementasi dalam penelitian ini merupakan tahapan yang dilakukan untuk menguji coba sistem yang dibangun
apakah telah bekerja sesuai dengan tahap-tahap yang sudah dibuat secara manual. Melalui tahap ini, maka akan
diketahui apakah sistem telah melakukan proses-proses diagnosa penyakit pneumonia berdasarkan metode certainy
factor dan naive bayes. Adapun proses dari implementasi ini membutuhkan aplikasi Visual Basic Net 2008 seperti
gambar dibawah ini:
a. Form Menu Utama
Melalui form menu utama, maka pengguna dapat melakukan proses penginputan data konsultasi, serta melihat
hasil diagnosa penyakit pneumonia melalui sub menu yang sudah ada pada form menu utama.

s Menu Utama - O *

Konsultasi  Diagnosa Exit

Penerapan Perbandingan Metode Certainy Factor — Naive Bayes
Terhadap Diagnosa Penyakit Pneumonia

Gambar 2. Form Menu Utama

b. Form Konsultasi
Melalui form ini, maka pengguna dapat melakukan proses penginputan data konsultasi yang dibutuhkan untuk
mendiagnosa penyakit pneumonia, serta mengedit dan menghapus data yang dipilih

B2 Konsultasi — O .
Nama | Dimas | e | « i | Gl p
. i Nama Jala |h.||'.]|| II"JQ'I
— | 25, Tatmn | 1] Toe | o2 i) Pk
GlDach [ <] e
Gejala Batuk Berdahak | | [
INPUT ‘ EDIT ‘ HAPUS

Gambar 3. Form Konsultasi

¢. Form Diagnosa
Melalui form ini, maka pengguna dapat melakukan proses diagnosa dari data konsultasi yang sudah di input
sebelumnya pada form konsultasi, sehingga akan ditampilkan hasil dari diagnosa pada data konsultasi tersebut
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8= Diagnosa — O b4
No. Watode Milzi Persentaze Eesmmpulan Rangkingz
1 Certaivy factor 3% Eemumgkman 2
2 Naive bayes 67.6% Eemumgkinan 1
METODE METODE
CERTAINY FACTOR NAIVE BAYES

Gambar 4. Form Diagnosa
d. Form About Me

g5 About Me — O =

Penerapan Perbandingan Metode Certainy Factor — Naive Bayes
Terhadap Diagnosa Penyakit Pneumonia
Nama : Erniwati Zalulkhu

NPM : 18110052
Eelaz : TI-M 1805

Gambar 5. Form About Me

4. KESIMPULAN

Setelah menyelesaikan penelitian penerapan perbandingan metode certainty faktor dan metode naive bayes untuk
mendiagnosa penyakit pneumia ( studi kasus : Rs. Estomihi ) ada beberapa hal yang dapat disimpulkan yaitu
Berdasarkan hasil penelitian ini dengan membandingkan antara metode certainty faktor dan metode naive bayes
untuk mendiagnosa penyakit pneumonia didapati bahwa keduanya memiliki perbedaannya masing-masing.
Certainty faktor tidak menggunakan hasil data sebelumnya untuk mendapatkan hasil kemungkinan gejalah diagnosa
penyakit pneumonia tetapi menggunakan nilai keyakinan pakar dan user untuk menentukannya. metode naive bayes
data yang kita dapatkan dikelompokkan terlebih dahulu kemudian dihitung untuk mendapatkan hasil kemungkinan
gejalah diagnosa penyakit pneumonia. Perbandingan metode certainty faktor dan metode naive bayes untuk
mendiagnosa penyakit pneumonia, metode naive bayes menjadi metode terbaik yang paling cepat untuk
mendiagnosa penyakit pneumonia.
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